
 

Deep Learning  

in Recurrent Networks: 

From Basics To New Data 

on the Brain 
www.werbos.com/Mind.htm  

http://www.werbos.com/Mind.htm


J(t)=Max<J(t+1)+U> 

Pr(A|B)=Pr(B|A)* 

    Pr(A)/Pr(B) 
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5 Grand Challenges for Adaptive and Intelligent Systems 

ï General-purpose massively parallel designs to learné 

COPN 

Sustainability 

Space  

Human Potential 

Important future  

applications 



New world records (under NSF COPN) using relatively  

simple neural networks with a symmetry additioné Å3 



 

 

Goggle Tensor Board: Use of Gradients 

at the Core of Deep Learning 



 

 

Neural nets became heresy in 1960ôs 

because no one could train them even to 

solve simple XOR problem. 

ñtimeò X1 X2 Y 

1 0 0 0 

2 0 1 1 

3 1 0 1 

4 1 1 0 

Minimizing square error was considered and rejected for two 

reasons: 

(1) No one knew how to calculate derivatives efficiently, locally; 

(2) The TLU ñspiking typeò neuron model was nondifferentiable.   



 

 

Offer to Minsky to Coauthor BP/MLP 

(see Talking Nets) with new neuron model 

Real neurons are not 1/0 asynchronous binary digits! 

Every º100 ms, a ñvolleyò or ñburstò of continuous 

intensity. Clocks, Richmond, Llinas, Bear/Connors 


