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Building and Understanding Adaptive Systems:
A Statistical /Numerical Approach to Factory
Automation and Brain Research

PAUL J. WERBOS

Abstract— Successes with expert systems and other specialized systems
have revived hopes for factory automation and productivity growth. A full
realization of these potentials will require conscious effort to overcome
obsolete rigidities, to develop unified and adaptive methods for integrating
complex systems, and to increase our understanding of these systems
(understanding which is vital to human productivity in developing software).
How adaptive systems may be built and understood by extending control
theory and statistics is discussed. Adaptive systems, like human infants, are
less agile than young monkeys but have something important to contribute
as they mature. It argues that the old dream of understanding intelligence
in generalized terms, permitting a unified understanding of adaptive sys-
tems and of the human mind, was not incorrect; rather, the early attempts
in that direction failed because they did not make full use of research
possibilities in statistics, control theory, and numerical analysis (many of
which are still unexploited) and were limited by hardware costs which are
now coming down. A basic adaptive system derived from this approach fits
the fundamental, qualitative empirical facts of human brain physiology in
some detail (unlike the usual “general neuron models,” which rarely even
discriminate between basic components of the brain), and offers opportuni-
ties for further research; it can even translate certain fundamental ideas of
Freud into something more mathematical and scientific. The mathematics
of the basic system, and the fit to the brain, are described in detail.

I. ALTERNATIVE ROUTES TO AUTOMATION

ARLY ATTEMPTS at factory automation were mainly

based on mechanical engineering. Machines were de-
signed to perform narrowly defined repetitive tasks. New
products could be built only by giving humans instructions
to use the machines differently or by scrapping or retool-
ing equipment at great cost.

The spread of microchips has revived hopes for flexible
manufacturing and untended assembly lines. Even though
computer control now adds substantially to the cost of a
machine and the software is at an early stage of develop-
ment, 35-40 percent of the demand for machine tools is
already going to computer-controlled varieties [1].

Computer control opens up a wide range of possibilities
for increasing productivity. It will be a difficult challenge,
however, to take full advantage of these possibilities. Con-

Manuscript received December 4, 1985; revised May 6, 1986 and July
12, 1986.

The author is with the Energy Information Administration, EI-621,
Department of Energy, Washington DC 20585, USA.

IEEE Log Number 8610540.

scious effort will be needed to meet three more specific
challenges:

e to overcome rigid and mechanistic approaches to pro-
cess control, inherited from the past;

e to integrate a variety of techniques on the factory
floor, so as to get the full benefit of diverse, flexible
technologies without causing chaos, bad fits, and un-
predictable operations; and

e to maintain intellectual coherence to maximize flexi-
bility and minimize confusion in the human research
community that supports factory automation.

Because of the vital importance of raising productivity,
many government programs have been proposed in the
United States and elsewhere to accelerate automation. It is
interesting to compare these proposals with the three
specific challenges above.

NASA has proposed an advanced automation program
[2], which would include a major effort on automated
extraterrestrial materials processing. This effort would aim
at a miniature but complete integrated manufacturing sys-
tem, going all the way from dirt to usable products,
operating in a new environment, and drawing on many
subcontractors. It would certainly force a rethinking of
manufacturing approaches and a high degree of integra-
tion. As with NASA’s prior work developing microchips in
the first place, one could expect major benefits to the
private sector. NASA’s emphasis on developing basic sci-
ence is a major factor in this proposal; however, it is
unclear how much funding and support there will be for it.

The Department of Defense (DOD) is said to be pursu-
ing a large program of numerous independent seed grants’
to defense contractors to encourage automation; perhaps
the phrase “seed grants” conjures up unfair analogies to
urban and small business seed grants, whose effectiveness
has been questioned, but it is still hard to imagine this
approach helping very much with the three challenges
listed above. DOD research has traditionally stressed quick
and secret results, in a way which often leads to a profu-
sion of ad hoc approaches; there have been a few im-
portant exceptions to this, however. Some scientists have
suggested that the Strategic Defense Initiative, by stressing
important long-term research and possibly encouraging
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international information sharing, may yield much larger
contributions to civilian science than earlier DOD work
has; however, many decisions have yet to be made about
the level and types of open research in that program as it
evolves.

The Japanese “Fifth Generation” program appears to
be somewhere between the NASA and DOD approaches.
The National Bureau of Standards {1] is conducting im-
portant research in-house to develop specific tools that
should help integrate existing methods and contribute
heavily to the near-term needs of industry.

From a technical point of view, the new kinds of soft-
ware needed for factory automation can be divided crudely
into three groups (or aligned along three dimensions):

e fixed systems: tools which direct machines to perform
specific tasks, based on a straightforward rigid rela-
tion between sensor inputs and machine actions;

e expert systems: tools which facilitate the transfer of
specialized information (mostly about how to perform
a task) from humans and laboratories to factories or
other users; (These tools often contain specialized
routines for formal symbolic reasoning to help in
extracting this information in a more useful form [3].)

e adaptive systems: tools which develop new informa-
tion about how to do the task better by analyzing past
experience and relating it to performance criteria set
by humans.

All three types will play an essential role in the factory of
the future. In general, however, as new tasks have grown
more complex and difficult, there has been a movement up
the scale, from purely fixed systems, to semi-expert sys-
tems, on up to systems with an adaptive component.

At present, adaptive systems are used mostly in labora-
tories, by human beings trying to acquire information (e.g.,
by statistical analysis) which they later use in designing
fixed systems. However, adaptation within the factory
itself is becoming increasingly important. Trial-and-error
systems, pattern recognition systems, and even heuristic
programming are now part of the mainstream of the
machine tool industry [1]; statistical quality control is also
becoming essential to industries’ competitiveness. As the
complexity of production systems grows, it will be more
and more important to develop adaptive controllers capa-
ble of managing this complexity on a real-time basis.

I1. GOALS OF A STATISTICAL / NUMERICAL
APPROACH

The remainder of this paper will describe a unified
statistical /numerical approach to building and under-
standing adaptive systems. A relatively small set of gen-
eralized, basic tools may permit us to meet the challenges
of integration and coherence and to accelerate the growth
in the knowledge base which underlies automation. This
does not eliminate the need to take advantage of special-
purpose tools or expert systems, where available, but it
provides a general framework in which special-purpose

tools may be inserted, enhanced, and coordinated. The
goal here is to build or understand adaptive systems which
can integrate information from many sources in order to
optimize overt action; in this approach, symbolic reasoning
may be treated as part of overt action but not as a universe
unto itself.

To build such a general framework, this paper proposes
that we keep in mind the overall problem of building a
system to handle all of the calculations from crude inputs
through to overt actions in an adaptive way, so as to
maximize some measure of overall performance over time.
Specific tools for automation can then be treated as sub-
systems of the more general system and evaluated on the
basis of cost and performance just as we evaluate the
choice of picture tubes within a television. (In some cases,
we would use a nonadaptive component to save money, to
condense the inputs or outputs from an adaptive compo-
nent, or to provide initial conditions for an adaptive
component.) General systems of this sort may be called
intelligent systems (with apologies to those who have used
this term in other ways).

This definition of intelligent systems is simply an exten-
sion of well-known approaches in operations research. For
decades, system design problems have been broken into
two main pieces: 1) modeling, which attempts to quantify
the objective aspects of each problem; and 2) optimization,
which calculates settings for the action (or control) vari-
ables so as to maximize the expected value of some utility
function provided from the outside, assuming a model of
the problem. Likewise, decision tree analysis [4] (which
maximizes a utility function over time) has been widely
used by corporate planners. Economists have suggested
that factories should be built to maximize the flow of
profits over time. In summary, the goal of maximization
over time should be sufficient to represent the goals of
factory automation.

A further goal of this approach is to help in the under-
standing of adaptive systems. This ties in with the chal-
lenge of maintaining intellectual coherence, which is im-
portant now that human productivity in developing
software is a major economic issue. It also ties in with the
more fundamental goal of understanding the human brain.
In the last few decades, several attempts have been made
to unify the complex world of brain studies by the use of
“general neuron models,” which were intended to explain
the adaptiveness of the human brain. This paper will
explore the possibility that the design requirements of
intelligent systems may force a more restricted class of
brain models and may therefore have more explanatory
power; it will discuss preliminary results and possibilities
for further research along these lines. The pursuit of such
research may be useful to the field of automation, because
the brain is the only working example we have to prove
that general adaptive intelligence is possible. The problems
we encounter in explaining the brain may turn into op-
portunities to build more powerful adaptive systems.

The next section of this paper will describe a generalized
approach to building intelligent systems by linking three
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basic components—a longer term optimization system (J),
a modeling system (f), and a short-term optimization
system (u). Sections IV-VI will discuss the mathematics of
specific possibilities for filling in these three components;
these possibilities will suggest additional research, above
and beyond what is being done at present, based on the
traditional fields of statistics, control theory, and numeri-
cal analysis. The final sections will compare this approach
with traditional artificial intelligence, and discuss the pos-
sible applications to brain research.

III. A STATEMENT OF THE APPROACH IN

GENERAL TERMS

An intelligent system has been defined as a system
which solves the problem of maximizing a measure of
success in the long-term. This is a very difficult problem,
and a special kind of design is needed to solve this
problem in the general case. This section will discuss the
kind of design which is required—a threefold design, made
up of components symbolized by the letters J, f, and u.
Mathematical tools already exist to fill in these three
components; therefore, a primitive type of intelligent sys-
tem could already be built today. However, this paper will
suggest further research to enhance each of the three
components and link them together more effectively.

Before discussing the problem of maximizing over time,
it may help to review the problem of maximizing a func-
tion. Many software packages already let you maximize
any function you can write down. To use such a system
you have to do the following three things.

1) Type in the formula for whatever you want the
system to maximize. (This is usually called U, which
stands for “utility function.” For example, U might
represent profits.)

2) Tell the system what values to assume, at first, for all
the variables in your formula.

3) Tell the system which variables it should try to adjust
to maximize U. (This set of variables is called the
“control” or “action” variables; it is usually sym-
bolized as u.)

The problem of maximizing something over time is far
more difficult. There is usually no simple formula which
spells out explicitly how the action variables (u) relate to
your ultimate long-term bottom line. Instead, you usually
have a model f, which predicts how your present actions
(u) will change the overall state of reality (R) in the
immediate future. If you do not have such a model, if you
cannot predict the results of your actions at all, then you
have no hope of picking out the right actions. (Actually,
there once were a few computer scientists who hoped you
could use the world itself as your only model; the failure
of that approach may be explained by the numerical
inefficiency which results from not being able to carry out
the calculations to be described.) Even when you have such
a model, there is a big difference between knowing the
results you would get in the immediate future and knowing

the long term results. As a practical matter, we know that
human beings can figure out how to survive in the long
term, beyond a few instants of time; therefore, we know
that foresight is a basic part of human intelligence.

Many maximization methods exist for simple problems,
where your model f has a simple, specialized form. How-
ever, there is only one family of methods which gives the
right answer over time for any model f, even in cases
where you cannot predict the future with certainty: dy-
namic programming.

In dynamic programming, we start out by assuming that
the state of reality at any time ¢ can be fully described by a
set of numbers R(¢). We usually think about reality as a
series of snapshots, such that R(¢ + 1) would represent
reality in the “next” period of time. To use dynamic
programming, you have to give the computer two major
pieces of information:

e a utility function U, which represents your long-term
basic objectives; (In chess, for example, U might be
+1 for winning, —1 for losing, and 0 for anything
else.)

e a dynamic model f, which predicts reality at time
t + 1 as a function of reality at time ¢, actions at time
t, and random factors (“noise”). (The random factors
represent uncertainty.) There are many ways to specify
such a model; for example, for each variable in R,
you could type in a formula which predicts that
variable at time 7 + 1 as a function of earlier informa-
tion.

Dynamic programming then translates this long-term max-
imization problem into a short-term maximization prob-
lem, which is far more tractable. It does this by calculating
a secondary or strategic utility function J, which has the
following property: any operational system that picks its
actions u(t) so as to maximize J in the immediate future
will automatically do a perfect job of maximizing U in the
long-term future. In chess, for example, the old rule of
counting nine points for a queen, five for a castle, etc., is
nothing but an attempt to approximate J for that game;
by fighting for points in the short term, players hope to
win the game in the long term. Because this rule gives an
imperfect approximation to J, it sometimes makes sense to
sacrifice points in the short-term to achieve other long-term
strategic goals. However, a better approximation to J
should account for these other strategic goals as well.
Decision-tree analysis is one form of dynamic program-
ming.

Conventional dynamic programming cannot be applied
to problems with many variables, because the calculations
are impossibly expensive. Therefore, intelligent systems
must be based on generalized methods to approximate the
results of dynamic programming.

Dynamic programming is expensive because it tries to
estimate the value of J explicitly in every possible state of
reality; we can approximate this by trying to find . for-
mulas, which approximate the values of J and u as a
function of reality, just as we try to find models f which
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approximate the dynamics of the real world in a general
way. We can try to develop methods to adjust the parame-
ters in these formulas, and evaluate how good the formulas
are on the whole, by methods just like the methods statisti-
cians already use to adjust the parameters in dynamic
models and evaluate their quality of fit. Section IV will
describe one possible method called global dual heuristic
programming (GDHP).

Following these ideas, a primitive intelligent system can
be built simply by plugging together generalized routines
to perform each of the three key functions shown in Fig. 1.
For example, use GDHP for strategic assessment, use
existing statistical routines (like nonlinear regression) for
dynamic modelling, and use function maximization for the
final decisions on actions to take. This leads to concrete
possibilities for user-oriented software packages. These
possibilities are described in the course of a more intuitive
discussion [5] of the material to be given below in technical
terms.

IV. GDHP: A POSSIBLE SYSTEM FOR
ESTIMATING / ADAPTING J AND u

Howard has developed a version of dynamic program-
ming which can be applied to decision problems which
extend out into the indefinite future [6]. In Howard’s
version, J is derived by solving an equation which is
slightly simplified as

J(R) = U(R) = U+ max[J(f(R,e,u))] (1)

where J, R, u, U, and f are all defined in Section III and
U is a constant required to permit a global solution of the
equation. Square brackets denote expectation values.
Howard has also shown that J and # can be obtained
from a process of successive approximations. This process
involves the alternation of two steps: 1) upgrade the esti-
mate of J on the left hand side of (1), using the present
strategy u(R) and the present estimate of J on the right;
2) upgrade u(R) to maximize the new estimate of J. Some
models f exist for which U is a function of one’s starting
state. However, these are not of great concern in automa-
tion or in brain research [7].

To solve (1) exactly in the general case, one needs to
consider arbitrary functions J(R), which leads to difficul-
ties already discussed. To find the “best” approximation

Three core components of any intelligent system (J, f, u).

J* of a specified functional form, one has to define the
word “best”; in other words, one has to specify a measure
of error ( E) which represents the degree to which J* does
not fit (1). One possibility, called heuristic dynamic pro-
gramming (HDP), is to minimize the square error of (1)
itself over some set of simulated values of R and e:

E,=[(J(R) = U(R) + U~ J(f(R,e,u(R)))]. (2)

(In (2) and in what follows, the asterisk after J will be
dropped; only the approximation to J is available to
calculation.)

GDHP is based on differentiating (1) with respect to
each component R; of the reality vector R and trying to
make the resulting equations fit as well as possible. This
results in

ad
—— (J(R) — U(R)

E=) W
2V r,

(3)

where W is a vector of weights yet to be specified. GDHP
appears more promising than HDP for several reasons.

I(H(R.e. u(R»)))

e The derivatives of J with respect to R are the “shadow
prices” or Lagrange multipliers used in economics [8,
p. 73] and [5].

e The purpose of this exercise is to make decisions (u)
as accurately as possible. This suggests an effort to
minimize errors in the derivatives of J, rather than in
J itself, because the decisions are generally based on a
local comparison whose validity depends on the de-
rivatives of J. (More precisely, the choice of u to
maximize [J(F(R, u))] depends on comparisons be-
tween situations (F(R, u)) which are close to each
other, because it is rare for large changes to occur in
one instant of time; estimated differences in J be-
tween nearby points are determined by the derivatives.)

e Howard’s U constant is no longer needed. This
eliminates what could be a very troublesome problem
for approximation methods.

e Intuitively, GDHP tends to weight the importance of
a given variable (i.e., the derivative of J with respect
to a variable R,) based upon the causal impact of R,
on R(t + 1). (See the discussion just after (7) below.)
Given that HDP does not account for this information
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about causality, one would expect GDHP to be more
efficient numerically.

The use of GDHP involves certain theoretical difficulties,
such as the need to choose a functional form J, the
problem of choosing weights W, dangers of autocorrela-
tion leading to a poor approximation, and the issues of
robustness and unobserved variables. All of these difficul-
ties are exactly parallel to well-known difficulties with the
conventional least-squares methods of statistical estima-
tion; the same kinds of solutions and research can be
carried over, and one may hope that reality vectors R
developed by refined statistical analysis may reduce these
problems directly. (See Sections V and VII.) For purposes
of initial research, it may be adequate to set each W; to the
reciprocal of the standard deviation of R;. A variety of
numerical examples could be used to evaluate the relative
strengths and weaknesses of these methods. Likewise, a
variety of strategies may be considered for simulating R
and e, starting with the obvious strategy of choosing
historical or current values for R and Monte Carlo simula-
tion for e.

Both GDHP and the conventional methods of statistics
have serious numerical problems in adapting large-scale
networks (systems of equations). For example, conven-
tional packages to perform nonlinear regression tend to
use a lot of computer time, and some of them will fail to
converge at times when there are dozens of parameters to
be estimated. Nevertheless, the Department of Energy has
proven the feasibility of estimating many thousands of
parameters simultaneously and has suggested specific pos-
sibilities for further numerical research [9]. (Whatever their
other problems, real-time systems can usually afford to go
through many iterations before finding an optimum; in-
stead of doing a complete data search in each iteration of
the estimation process, they can estimate or adapt their
parameters as they go through the data.)

Crucial to the success of these adaptation/ estimation
methods is the availability of derivatives; if we know the
derivative of error with respect to every parameter in a
network, we can always adjust each parameter in the right
direction. Previous papers have described the general
principle of dynamic feedback, a numerical method which
can calculate all the derivatives of a network for a cost
comparable to that of exercising the network one time [10].
This principle can be applied to calculate the derivatives of
E in (3) with respect to all the parameters in the J and u
networks. This is crucial to the actual implementation of
GDHP in the general nonlinear case.

The details of the derivative calculation will be given in
the Appendix. For now, it is enough to spell out the basic
concepts. Let J(R) be expressed more explicitly as J(R, a),
where a represents the parameters to be estimated in the
system of equations that approximate J. Likewise, write
u(R, b), and define

F(R,e,b) =f(R,e,u(R,b)). 4)

Finally, define U(R) as the derivative of U(R) with

11
respect to R;. In this notation, (3) may be expressed as

E=Z‘,W,. ( U+-€—(J(R a)

—J(F(R,e,b),a))) ] (5)

To minimize E as a function of the parameters a, one
would normally calculate the derivative of E with respect
to each parameter a, and adjust each parameter as sug-
gested by its derivative [9]. However, this does not corre-
spond exactly to Howard’s original method of successive
approximations. In Howard’s method, one adjusts J on the
left-hand side of (1) while holding fixed the prior estimate
of J on the right-hand side. To mimic this procedure, we
can adjust the parameters a, based on the derivatives of E
with respect to a, calculated as if the a in J(F(R, e, b), a)
were constant:
2

»J(R, a)

E/ = 2Wd, 6
{6 = | S ©)

where
d,= ——(J(R a) — J(F(R,e,b),a)) — U(R). (7)

Note that there is no need to know the utility function U
itself; it is enough that the U, be available. Likewise, note
that the calculation of d; is the place where the “causal
effect” of R, on J(R(t + 1)) is accounted for explicitly.

The Appendix will spell out the calculations needed to
get E/(k) for all the parameters a,; which is used as
the basis for adapting each parameter. It will also spell
out the calculations needed to get the derivatives of
J(F(R, e, b), a) with respect to all of the b, parameters,
to be used in adapting the b, parameters concurrently (in
imitation of Howard’s method of successive approxima-
tions). This amounts to a complete recipe for how to adapt
all the parameters in the system, except for the parameters
of the dynamic model f; these parameters will be dis-
cussed in the next section.

V. BEYOND REGRESSION: RESEARCH REQUIREMENTS
WITH DYNAMIC MODELS

Conventional textbooks already provide a broad set of
techniques for estimating dynamic models ( f). One can
fill in the f component of a basic intelligent system simply
by programming the conventional techniques. To adapt
the parameters of a model, one need only minimize the
sum of squared error, weighting the variables as specified
by maximum likelihood theory. To improve the functional
form, one can use conventional ¢ statistics to decide which
terms to delete and a random or exhaustive search to
locate new terms to try (as in stepwise regression). If there
is a danger of autocorrelation or the like, one can simply
expand the set of functional forms (terms to be tried) to
account for this possibility. These conventional methods,
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and the theory behind them, have been discussed at length
in many publications [11]. They have proven their value in
a wide range of applications, including artificial intelli-
gence.

In practice, the conventional methods do have limita-
tions, which are important in some applications. In order
to build a more powerful intelligent system, one would
want to enhance the f component by including capabilities
to overcome these limitations automatically whenever they
appear. This points to a need for further research in five
major areas which are explained in detail in the following
citations:

e convergence with very large nonlinear models (net-
works) in real time; (This will require the use of
differentiation methods and solution methods dis-
cussed in Section 1V.)

e the use of “screening” methods [12] to. improve on the
random insertion of new terms into a model; (Such
methods were once too subtle for statisticians to grasp,
but recent research in related areas [13], {14] has
suggested possibilities such as the invocation of log-
normal association-based prior probabilities (with ap-
proximations to hold down the cost).)

e methods to estimate a reality vector R which may
differ from the vector of crude data inputs x and
allow a better predictive model; (This is related to the
assumption in dynamic programming that the model
f does not use information about R from before time
t; in effect, R needs to account for the lagged infor-
mation of importance to good forecasts.) This might
be done through a workable approximation to nonlin-
ear filtering (as in “pattern analysis” [15]) or through
a generalization of methods by Box and Jenkins which
entail less of an identification problem in the linear
case [11]. Valid simulations also require an effort to
estimate R in such a way that the errors in f are
uncorrelated across different components of R.

o the problem of cumulative error, which has turned out
to be very important in real-world forecasting; (Esti-
mation methods have been developed, which minimize
this problem through “dynamic robust estimation”
[16], [17]. In the context of intelligent systems, where
R may contain filtered variables and where the deriva-
tives of J with respect to these variables are available
(see the Appendix), these methods may be extended
simply by weighting the error in forecasting all the
variables as a function of their J-derivatives. More
research is needed to pin down the possibilities and
the underlying theory.)

e the integration of “precedent-based forecasting” or of
“nearest neighbor methods” [18] into model-based
forecasting systems (e.g., through “syncretism” [15] in
some form).

These research problems or opportunities have mostly
arisen in practical applications of statistical forecasting in
economics and social science. In those fields, specialized

solutions are usually much easier than general solutions
[11]. To arrive at general solutions, it may be necessary for
someone (the statistician? the computer scientist?) to carry
out more research aimed at the large-network problem for
its own sake, possibly in a theoretical context, or possibly
drawing on simulation studies and examples from a variety
of fields; in any event, a better understanding of these
problems will continue to require a heavy reliance on basic
statistical theory to unify our understanding of applica-
tions from a wide variety of fields.

VI. BEYOND GDHP: RESEARCH POSSIBILITES FOR

J AND u

GDHP, like conventional statistics, may be sufficient by
itself for certain applications. A basic intelligent system
may be built using only GDHP to adapt the J and u
networks. However, GDHP also has two likely limitations,
related to the tricky operational problem of choosing a
cycle time (the gap between ¢ and ¢ + 1). Research is
needed to assess these limitations, and to assess the value
of methods to overcome them.

The first of these limitations concerns the # network.
The cycle time of an intelligent system should be set large
enough to permit a complex, thorough strategic assessment
(i.e., a multilayer J network); in the human brain, for
example, the alpha rhythm has a cycle time of about a
tenth of a second, versus a neuron-to-neuron response time
of only a few milliseconds. However, a cycle time as long
as a tenth of a second may lead to jerky, uncoordinated
actions which do not reflect the possibility of real-time

control down to the level of milliseconds or less. In order

to combine a complex strategic analysis (J) with fine-tun-
ing of the ultimate actions, one may interpose another
level of optimization between the high-level choice of
actions (u(z)) and the actual actions. More precisely, one
might develop a way of interfacing the J network with a
subordinate optimization system which runs on a much
smaller cycle time but need not provide a profound degree
of foresight. To do this, one might insert a subordinate
optimization system based on GDHP and set it to use the
derivatives of the primary J (as described in the Appendix)
as its source of utility derivatives (U,), and to perform only
one or two layers of calculation. Alternatively, one might
insert a system based on an older method, dual heuristic
programming (DHP) [15], with the following characteris-
tics:

e instead of J, the network forecasts the vector of
derivatives of J with respect to R. This vector may be
denoted L;

o the same error derivatives are used as in (6) and (7),
except that references to the derivatives of J are
replaced by references to L.

DHP has less statistical /numerical efficiency than GDHP;
for example, if J is a quadratic function of R, DHP wastes
data rediscovering the fact that the underlying matrix is
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symmetric. Nevertheless, for this application speed may be
more important than efficiency.

GDHP may or may not have a further limitation, re-
lated to long-term foresight. This possibility is related to a
limitation of Howard’s dynamic programming, which
GDHP is based on.

In Howard’s method, we must start the process of
successive approximations with some initial guess for the
function J. Typically, we would use U. Using this first
iteration guess for J, one picks actions u(z) so as to
maximize U(t + 1). Then, after one invocation of (1), the
new version of J tends to represent U(z) + U(t + 1).
After two iterations, it tends to represent U(¢) + U(z +'1)
+ U(t + 2). In general, after n iterations, the system
accounts for the future n cycle times ahead in time. If the
cycle time were a tenth of a second, and the time for a
complete iteration (accounting for a wide range of possible
situations) were 5 s, then the effective foresight horizon
would always be two percent of the lifetime of the system.
Yet humans seem to do much better than this, and it may
be desirable to make sure that an intelligent system can
also do better if this is possible.

In actuality, GDHP may do better than Howard’s
method here. Current methods for estimating parameters
[9] do notice situations where a parameter keeps getting
adjusted by a small amount in the same direction over
many iterations. They generate much larger adjustments in
these situations, so that many cycle times may be antic-
ipated in a single iteration. Nevertheless, this suggests that
there is a very difficult trade-off between effective fore-
sight and stability in using these estimation methods with
GDHP. Further research is needed, such as research on
simulated or exact examples based on cases where the
underlying J functions take on a vector—polynomial form
or the like.

Perhaps there is no neat way to overcome this limitation.
The brain itself may represent a working tradeoff between
stability and effective foresight, rather than a sweeping
solution to the dilemma. One might even argue that hu-
mans are the only animals that appear to show a high
degree of effective foresight and that we arrive at this
appearance after learning how to use symbolic reasoning
to identify concepts (R; variables), which GDHP finds it
easy to digest. In building factories, one might even prefer
to limit the effective foresight; with a high degree of
foresight (plus the resulting instability), intelligent systems
might sometimes become neurotic, manipulative, or even
rebellious.

Nevertheless, there may be a way to improve on the
effective foresight of GDHP. For example, one might
build a system with two subsystems, one to approximate J
and another to approximate L, the vector of derivatives of
J with respect to R. The L network could be adapted to
approximate the actual derivatives of the J network as
closely as possible; at the same time, the J network might
use R and L both as its inputs. This might allow a faster
means/ends association, to permit de facto the kind of
information flow called for in the literature on “plans”

13

and “schemata” in the psychology of problem solving and
education.

VII. COMPARISON WITH TRADITIONAL

ARTIFICIAL INTELLIGENCE

The approach here is intended to complement the work
on expert systems and fixed systems, not compete with it,
as discussed above; still, it does suggest the meed to
broaden the work in expert systems to convey probabilities
and quantitative information (as required in production
optimization) to a greater extent. Also, there is a possibil-
ity that the concepts discussed here may be useful in
designing adaptive “evaluators” for use in expert systems
(see [3, sec. 4.5]).

The proposal here is to represent the three basic subsys- -
tems as generalized “networks” of elementary calculations
or processors, arranged in whatever combination works
best; in other words, the structure should evolve through
learning (still taking advantage of initial guesses) rather
than forced to fit abstract Aristotelian concepts of rela-
tional knowledge structures. Human beings use abstract
knowledge structures much as we use integral calculus; we
treat them as important information, but they are not part
of the “deep structure” hard-wired into the brain. Prof.
Arbib of Amherst has recently co-edited a book [19] on
neurolinguistics, which contains evidence that humans un-
derstand language by a process much closer to nonlinear
filtering of time-series input than to the formal grammars
described by Chomsky and others. Recent research on
neurolinguistics has cast doubt on the idea that language is
a “hard-wired” function [20]. Though human children are
motivated by an early interest in sounds and people, there
is now no reason to believe that linguistic -symbols are
learned by different rules at the cellular level after the
brain has been motivated to learn them.

The approach in this paper is very similar in spirit to the
early work on “perceptrons” [21], [22] and to Minsky’s
early attempt to develop artificial intelligence through
function minimization by trial and error [23]. That early
work reached a point of diminishing returns years ago, as
it was found that good guessing was not quite good enough
to figure out the equations for a powerful adaptive system.
In reaction to this, the work of the 1970’s emphasized the
development of specialized programs to solve specialized
problems, such as locating objects in a visual grid [24],
language manipulation, and expert systems. With our ap-
proach, however, one does not have to rely so heavily on
guessing to develop an adaptive system; each of the re-
quired components can be studied, in general form, by the
use of well-developed statistical and numerical concepts,
which can be extended by general and cumulative
mathematical research.

It is also important that GDHP, unlike the earlier work
on perceptrons and hill-climbing, directly addresses the
requirement for foresight in decisionmaking. GDHP is
similar in spirit to the Samuels checker-playing program,
which used adaptive logic to estimate a “static position



14 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS, VOL. SMC-17, NO. 1, JANUARY/FEBRUARY 1987

evaluator” (an estimated J function). Samuels’ program
was one of the few strong successes of the early research,
and its importance may have been underestimated. In
artificial intelligence, it is common to perform a two-level
position evaluation, with one level being global and the
other based on a local search. However, when both are the
result of adaptation, they can be combined, just as long-
term trends and seasonal factors may both appear in a
single regression equation to predict energy demand. (As a
practical matter, this can work best with a “recursive”
reality vector R, as implied by our discussion of filtering in
Section V, etc.)

There are also some technical reasons to expect better
results with the new approach. Almost all of the old
perceptron work was based on the McCulloch—Pitts model
of the neuron, which was both discontinuous and nondif-
ferentiable [21], [22]. It was felt, in the 1950’s, that the
output of a brain cell had to be 1 or 0, because the output
consisted of sharp discrete “spikes.” More recent work in
neurology has shown that higher brain cells output “bursts”
or “volleys” of spikes, and that the strength of a volley
may vary continuously in intensity. (See Grossman [25, pp.
75, 105, 106].) This suggests the CLU model to be dis-
cussed in the Appendix. In any event, to exploit basic
numerical methods, one must use differentiable processing
units. Minsky once experimented with a “jitters” machine,
which estimated one derivative per time cycle by making
brute-force changes in selected variables; however, the
methods to be discussed in the Appendix yield derivatives
of all variables and parameters in one major time cycle
and thereby multiply efficiency in proportion to the num-
ber of parameters (N), which may be huge.

Minsky has also proved that networks of perceptrons
are inherently limited, if they are not “recursive” (self-ref-
erencing); the used of short-period lags or filtering in the
cause and effect system ( f) provides this self-referencing.
Furthermore, recent developments in hardware make it
increasingly feasible to accept the extra costs required for a
general adaptive system.

In recent years, approaches similar to ours have begun
to prove very useful. Statistical “feature analysis” based on
linear models is now central to the field of pattern recogni-
tion [18]. Basic control-theory methods are being used in
robots. With more general statistical methods, however,
one may automate or enhance the process of defining
“features,” especially when features may be related to the
dynamics of a time series. Likewise, more general optimi-
zation methods may extend the versatility of robots in
problem-solving, scheduling, etc.

VIII. POTENTIAL APPLICATIONS TO

BRAIN RESEARCH

Overview

Despite the rapid progress of recent years, the study of
the brain still has some similarity to the study of physics at
the birth of Newton. The general unifying principles are

still qualitative in nature; quantitative results generally
apply to individual experiments, to particular phenomena,
or to microscopic systems. Since the time of Hebb, a small
group of brain theorists have tried to develop a general
mathematical model of the neuron, which could explain
the more general adaptive power of the brain. However,
even simple “neuron models” have often bogged down in
complex differential equations, whose implications for the
brain as a whole system are not understood, and which fail
in any case to explain the gross division of the brain into
structures like the cerebral cortex versus the limbic system
and so on. No one has been able to simulate practical
problem-solving abilities in a computer by implementing
this kind of general neuron model. Indeed, some of these
models amount to the use of correlation (covariation)
coefficients in place of regression coefficients in a simple
linear model, something which could never cope with a
wide range of environments.

Research on intelligent systems offers the hope of a
more unified and quantitative explanation of brain dy-
namics, similar to the unification achieved in physics by
the idea of minimizing a Lagrangian function. As in the
case of physics, this will require a more extensive develop-
ment of the mathematics as well as new empirical work.
The previous discussion suggests that there is a continuum
of possible designs for an intelligent system, ranging from
a basic system built from GDHP and conventional statis-
tics, through to complex versions with many additional
capabilities. Mathematical research will be needed to char-
acterize this continuum more precisely, and empirical re-
search will be needed to locate the brain within that
continuum. Nevertheless, the hypothesis that the brain is
an intelligent system already leads to important testable
predictions and insights. These predictions are not pro-
posed as an alternative to the well-known unifying princi-
ples of MacLean, Lashley, Freud, and others; rather, they
are proposed as an explanation and extension of those
principles.

The following section will compare the major features of
the brain, as they are now understood, with the hypothesis
that the brain is a basic intelligent system incorporating
the features discussed in Sections ITI-V. It will first dis-
cuss evidence which is consistent with this hypothesis and
point towards further predictions that need to be tested.
Then it will discuss the major evidence which contradicts
this hypothesis; it will suggest that this further evidence
might be explained as the result of additional generalized
capabilities in the brain, such as those proposed in Section
VI, which require further mathematical research. (In other
words, the hypothesis that the brain is an intelligent sys-
tem still appears tenable at this point.) A few parts of this

discussion do require some understanding of the Appen-

dix, but only for the fine points.

Evidence Which Fits the Basic Hypothesis

The human brain is not a homogenous organ. It is made
up of very distinct suborgans. Its general structure is
shown in Fig. 2.
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Fig. 2. Major features of mammalian brain.

The algebraic quantities in Fig. 2 identify brain struc-
tures which may perform the calculations discussed in
Sections III-V. The solid lines represent known connec-
tions which fit this hypothesis; the dotted lines represent
connections which do not. This chart is based on sources
such as the Rockefeller University series on the Neurosci-
ences [26], but the information may also be found in
textbooks such as Grossman [25] and Gardner [27]. Three
very small organs have been left out: 1) the olfactory bulb,
which preprocesses smell data; 2) the subthalamus and
corpus striatum, muscle control centers to be discussed
below.

Every organ named in this chart is a very distinct mass
of cells, but for analytical purposes they are often subdi-
vided much further, sometimes to the cellular level or
lower. Grossman sometimes refers to “connections,” which
are “anatomically indistinct but functionally important,”
and many of the textbook discussions gloss over such
distinctions in some contexts; for example, Gardner (p.
255) describes “connections from the cortex to the cerebel-
lum,” which are then listed out as a set of indirect path-
ways via cells in the brain stem (apparently via the reticu-
lar formation).

Let us outline the major parallels between this chart and
our framework, starting from the top and working down.

The hypothalamus is a tiny organ at the base of the
brain, in the center of the head. It is tightly connected to
the pituitary gland. Though small, it has been subdivided
and analyzed in great detail, because its contents are
highly stereotyped (preprografnmed) and very important in
controlling behavior. For example [25, p. 195-201], it is
known to be the main site registering basic drives, such as
hunger, which do not result from learning. Thus an associ-
ation with the utility function (U) seems plausible.

However, the calculations in Section IV only require
certain derivatives, the U/(x) and the associated d,, not a
utility function as such. Since the hypothalamus registers
many drives, and does not appear to “sum” them, it is
more plausible to assume that the hypothalamus measures
some components of the vector x and also outputs the
associated U,(x). Note that the current state of the en-

vironment x is a vector made up of many components; it
is well known [25, p. 233] that the hypothalamus works as
a sensory center in measuring some of these variables
directly. Some of the x; output by the hypothalamus may
actually be preprogrammed functions of other variables.
However, the calculations in the Appendix are not invali-
dated when redundant variables are added to x.

The epithalamus, connected to the pineal gland, has
connections similar to those of the hypothalamus [25, p.
43]. Other factors besides hunger enter into the U; here,
but they are far beyond the scope of this paper.

The limbic system was singled out long ago by Papez,
and more recently by MacLean, as the “emotional” system
of the brain. Recent work [25, p. 287-295] has supported
this view, but has emphasized that the limbic system is
very complex, and subject to variation from individual to
individual; its specific contents are subject to change
through learning. “Emotions” may be interpreted as mainly
being evaluations of the environment, either as favorable
or as unfavorable to the organism; the estimated J func-
tion provides such an evaluation, for use in reinforcing
action, and yet J itself is subject to change through
learning. (The J-versus-U distinction is also parallel to
“primary reinforcement” versus ‘“secondary re-
inforcement” in experimental psychology.) In the Appen-
dix, the derivatives of J are crucial to the adaptation of
both parameter types a and b; the limbic system appears
crucial to the reinforcement of overt behavior [25, p. 309]
and to adaptation generally [25, p. 292].

Given the electrical (electrochemical) connections in Fig.
2, it has been a disturbing paradox to some that the limbic
system has such a powerful impact on behavior. In our
discussion in the Appendix, there is no such paradox,
because of the requirement that other information must be
flowing backwards along these same connections.

Furthermore, in Section V we have noted that “dynamic
robustness” appears to require that the parameters in the f
network, as well, be adapted in proportion to the deriva-
tives of J. This would imply that a cutoff of the derivative
calculation (e.g., by cutting off the limbic system) would
cut off adjustments to the f network, even though it would



16 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS, VOL. SMC-17, NO. 1, JANUARY/FEBRUARY 1987

not disturb the existing contents of that network. Such a
situation may seem paradoxical; nevertheless, after review-
ing extensive evidence and alternative hypotheses,
Grossman [25, p. 407] does conclude: “These observations
suggest that in man the hippocampus and perhaps the
mammillary region and medial thalamus may form a path-
way essential to the storage of new memories without itself
being necessary for retrieval of well-established memories.”
(The hippocampus is the part of the limbic system adjoin-
ing the cerebral cortex, and, in Grossman’s detailed discus-
sion, is necessary by itself to memory formation.)

The cerebral cortex makes up most of the weight of the
human brain, and it is commonly considered the seat of
intelligence. It includes the outer gray matter, which covers
the entire surface of the brain. Many popular accounts of
the brain discuss the various lobes and halves of the
cerebral cortex as if it were the entire brain. The electrical
input to the cerebral cortex comes from the thalamus, a
walnut-sized organ in the center of the brain. Given how
much of human knowledge is stored in the cerebral cortex,
both about objects and about the dynamics of the world, it
seems plausible that it contains one’s model of the world
( f). Electrical connections back from the cortex to the
thalamus are consistent with the idea that the cortex
produces forecasts that are compared with actual values in
the thalamus. Certain parts of the thalamus are known to
be very tightly linked with the reticular formation [25, p.
178]; therefore, it is not implausible that these u inputs
receive different treatment from the x inputs, as our
calculations would require. A small part of the thalamus,
called the “nonspecific” part, is clearly not part of the f
network itself; rather, it imposes synchronous operation on
both the cerebral cortex and the limbic system, based on a
cycle time which is relatively long (0.1-0.2 s) compared
with the time necessary for a cell to respond to its inputs
(less than 0.01 second). (See Grossman [25, p. 183] and
Purpura er al. [26].) The calculations described in the
Appendix clearly require synchronization and a relatively
long cycle time.

The reticular formation has access to all “motor neu-
rons” [25, p. 179] which in turn control all voluntary
muscles. Here, we define the reticular formation to include
all midbrain and hindbrain cells that are associated with it
developmentally and functionally, including those cells
with a direct control over action as discussed in [25, p.
159]. Among the crucial functions of an action network
u(x) is the control of muscles such as eye muscles, which
implies a control over “focusing” or “attention”; these
functions are known to be an important aspect of the
reticular formation, yet it is also known that they do not
imply that the reticular formation is a generalized sensory
input system or controller over the cortex [25, p. 346].

The most unavoidable implication of our mathematics is
that there must be a backward flow of information along
the major pathways of information flow to permit adapta-
tion of those pathways. Adaptation of parameters is in
response to “derivatives” resulting from the backward
flow, a flow that obeys equations given in the Appendix.
In actuality, there does exist a “retrograde transmission

system” of chemical flows backwards across the electro-
chemical network shown in Fig. 2; it is widely used in
mapping out connections between brain cells. This system
is slow in laboratory preserved brains, but chemicals such
as strychnine are known to be transmitted very quickly at
times in living organisms. Freud’s theory of ego formation
and human development [28], [29] is rooted in the idea of
such a backward flow of chemicals (representing “psychic
energy” or “cathexis” associated with objects or variables)
controlling the adaptation of the organism. New studies,
based on microinjections of selected chemicals [25, p.
309-311], show that chemical flows do play a crucial role
in reinforcing behavior. If the analysis above is correct,
then such studies have only just begun to explore a very
important territory; it should be possible to observe how
reinforcing chemicals (such as norepinephrine) flow back-
wards from cell B to cell A through microtubules shortly
after electrical impulses jump the synapse from A4 to B, if
B was not “saturated” (see the description of CLU in the
Appendix), following the equations of dynamic feedback.

The full functional implications of these parallels, and
the specific types of information one would expect to see
stored in the subsystems, are beyond the scope of this
paper. Furthermore, the approach here suggests that the
contents of the subsystems are not fixed or preordained in
any case; it is the mechanics and mathematics of adapta-
tion that are most invariant.

The approach here is consistent with the work of Lash-
ley, who first showed a high degree of generality and
interchangeability between parts of an individual brain
component, the cerebral cortex [25, p. 380]. However, it is
inconsistent with those “general neuron models” which

- would assume identical equations for all cells in all compo-

nents of the brain.

Evidence Which Contradicts the Basic Hypothesis

There are a number of apparent discrepancies with the
interpretation discussed above. This should be expected,
because our discussion in Sections III-V described a basic
minimal system to facilitate understanding of the underly-
ing principles. The human brain evolved to be optimal, not
minimal. These apparent discrepancies can be explained as
additions to our basic design to increase the efficiency or
survivability of the system. Some of these additions may
also be very useful in robotics and automation.

The most important gap appears to be the strong con-
nection from the cerebral cortex to the reticular formation
and to the limbic system. This is partly related to an
oversimplification in our discussion of the vector R. In
defining GDHP, R was originally defined as a description
of all aspects of the environment, including those seen
directly and those inferred by filtering (short-term mem-
ory) and the like. But we also pointed out that a complete
cause-and-effect system should be able to estimate “hid-
den variables” (as in nonlinear filtering theory); these
would be estimated as part of the work of the f network,
as is common in control theory work even now. Since
certain components of the vector R are calculated in the
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cerebral cortex proper, one would expect this information
to be available as part of the vector received as input by
both the J and u networks.

Related to this discrepancy is the high mutual access of
all parts of the brain to each other. In an efficient system,
one would somehow expect mutual access to information,
qua information, between networks. One might even ex-
pect some consideration of the value of a cell to other
networks in the adaptation of that cell itself. As long as the
basic final output cells of each network are kept free of
any debilitating “conflicts of interest,” this kind of mutual
responsiveness could be allowed throughout the network
and could have many implications; but problems could
arise, for example, if the estimate of J were adapted so as
to maximize the assessment of J (by taking feedback
directly from the u network). This would bias J upwards,
and lead to various distortions. ' , :

A second major discrepancy is related to the connec-
tions from the hypothalamus and thalamus to the reticular
formation: the absence of sleep in our discussion so far. If
GDHP were always run in real time, a weakness results: if
the only R considered are actual situations, then the opti-
mization process will be biased, and unable to anticipate
or take advantage of future situations very different from
the past. Decoupled simulations can solve this problem.
However, they require a specific network control mecha-
nism, to turn them on and off. The hypothalamic and
thalamic pathways, which control sleep and dreams may
serve this and related purposes in the brain. The reticular
formation, like the cerebral cortex and limbic system, is
involved in the activities during sleep [25, p. 346]; otherwise,
one might have considered the possibility that the cortex
represents a closed model f independent of the actual
u(x) network. Howard’s equation would allow such a
procedure, though it would be less efficient than what we
have described.

The pathways controlling sleep are known to be able to
inhibit all muscular activity in sleep; otherwise, the
organism would act out its dream actions in reality. Since
these pathways converge on the reticular formation, we
would question the research study which claims a few
direct links from the cortex to motor neurons [25, p. 153],
in baboons as opposed to other mammals; that claim also
conflicts with the observation that the action-oriented parts
of the cerebral cortex relate to generic movements like
walking rather than contracting specific muscle fibers [25,
p. 157].

The cerebellum, the subthalamus, and the basal ganglia
are all outside the framework of Section IV. The cerebel-
lum is a muscle-oriented center; it is crucial to the
fine-tuning of muscle control, but not to any specific
function [25, p. 51]. The system described above permits
control only at intervals of 0.1-0.2 s, rather than the 0.01-s
or less of which the muscular system is capable. To add
such fine control requires the addition of a subordinate
optimization system, as discussed in Section VI. The basal
ganglia are also devoted to the fine control of muscles [25,
p. 158]. It is unclear whether they or the subthalamus [25,

p. 159] should be regarded as parts of a subordinate
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optimization system, or as evolutionary relics like the
human appendix or tonsils. In this view, the lower brain
stem and spine would be controlled by the subordinate
system, and would not be part of the “higher” u(x) of the
upper reticular formation.

"One significant discrepancy remains: the dense connec-
tions from the limbic system to the hypothalamus and
epithalamus. Since the function J is parallel to U, these
connections do not seem surprising at first. Yet in GDHP,
one would not really expect a single ultimate Jy(T) to
reside in the brain, as described in the Appendix; rather,
one would expect a set of J(T — 1) to be represented
explicitly, as a set of basic cells, and one would expect
J,(T) to be.defined in theory as their sum but not calcu-
lated (since there is no need to). For physical convenience,
one might even locate these “top™ cells in the hypothala-
mus and epithalamus, next to the corresponding U; cells;
thus the mammillary bodies of the hypothalamus may play .
a role in the limbic system analogous in a way to the role
of the thalamus in the cerebral cortex.

This discussion does not provide a definite explanation
of the more microscopic organization which exists within
the limbic system. Some of that division, as suggested by
MacLean, may be based on a coexistence of early prepro-
grammed subsystems with more advanced, adaptive
systems. On the other hand, Section VI suggests the possi-
bility of a more fundamental explanation. Or both possi-
bilities may be correct, if the limbic system combines
preprogrammed subsystems, subsystems based on GDHP,
and subsystems based on the possibilities in Section VI.

APPENDIX
COMPUTATIONAL ASPECTS OF GDHP

This Appendix will spell out procedures for the low cost
calculation of the derivatives required with GDHP, includ-
ing E/(k) as defined in (6) and the derivatives of
J(F(R, e, b), a) with respect to the b, parameters. For the
sake of generality, it will be assumed that J and F are
arbitrary functions, represented as a hierarchy of elemen-
tary operations (functions) set up to be calculated effi-
ciently in a network of distributed or parallel processors
[30]. This will make the calculations appear more complex,
as they are written out here, but it actually allows them to
be broken down into elementary operations which require
a simple pattern of connections between processors.

Before proceeding, we must briefly state some general
results on the efficient calculation of derivatives, originally
derived from the “dynamic feedback” principle [10]. These
results permit the calculation of all the derivatives required
in adapting the entire network at a cost comparable to that
of exercising the network one time. To maintain generality,
we will use different notation in (8)—(11) than is standard
in the rest of this paper.

For a general, nonlinear dynamic system with parame-
ters ¢, running from time 0 to time T

2(t+1) =s(z(¢), u(1), ¢), (8)

one may linearize about a solution trajectory using the
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Jacobian of s, S:

x(t+1) = S(6)x () + k(). )

The derivatives of z(T') with respect to z(0) are implicit in:

*(T) = S(T=1)S(T - 2) -+~ 5(0)x(0) + k() (10)

and a similar formula may be derived (summing over ¢)
for derivatives with respect to ¢. From this, one can easily
verify the validity of the following recursion formulas to
determine the derivatives of a target variable z,(T') with
respect to all of the z;(0) (to appear in x}(0)) and with
respect to all of the components of ¢ (to appear in w(0)):

x(T)=e" (11a)
(1) =x'(t+1)S(¢) (11b)
w(T)=0 (11¢)
w(t) = w(t+1) + x'(¢)si(2), (119)

where s; refers to the matrix of derivatives of s, with
respect to c,.

Likewise, to compute all the second derivatives of z,(T')
with respect to a particular z, (0) and all of the components
of ¢, one may differentiate (10) with respect to the a and
verify the following additional recursion relations yielding
such derivatives in v(0) (strictly speaking, the derivatives
being calculated are “ordered derivatives” or system de-
rivatives rather than conventional partial derivatives; to be
sure of the rigor of the obvious steps in verifying these
relations, consult [10]):

x(0) = e’ (11e)
x(t+1) =S(t)x(¢) (11£)
o(T) =0 (11g)
y(T)=0" (11h)

y() =y (t+1)S(t) + x'(t + 1)S'(¢)x(¢) (110)
o(t) =v(r+ 1) + x(¢ + 1)S/(t)x(2)
+y(t+1)si(2) (11j)
where S/ is defined such that each component of v is
updated based on the derivative of S(¢) with respect to the
corresponding component of ¢ (accounting only for direct
“effects as in twice differentiating the function s).
To apply these methods to differentiating E with re-
spect to the parameters a of J(R, a), a network represen-
tation of J must be assumed:

J=z,(T) (12a)
z,(t+1) = gi,t(z(t)) (12b)
2(0) = (12¢)

where ¢ represents an elementary time cycle in the compu-
tational process, where each i may refer to an independent
processor (or a simple calculation). (In the brain, the
elementary cycles appear to be about 3 m long, while a
“major time cycle, including a whole ser of calculations
from cycle 1 to cycle 7, is about a tenth or a fifth of a

second, depending on where measured.) For readability, it
is being assumed that each cycle ¢ + 1 only uses informa-
tion from cycle ¢; however, the generalization to assume
arbitrary lags is trivial.

For simplicity, a single network representation can be
used for F(x,e, b), which includes both the stochastic
model f and the action network u:

F=y(T) (13a)
yi(t+1)=h, (p(1)) (13b)
»(0) =R/ /e (13¢)

where // denotes the concatenation of two vectors. We
will assume that each parameter a, enters into precisely
one of the functions g, ,, and that each of the b, enters
into one A&, ,. This does ‘not reduce generality, because we
could defme 8;.= a;, and then use this quantity
throughout the network of functions g, ..

The following six steps will show how to calculate the
derivatives in (6) and the corresponding derivatives of J
with respect to the b,, for a given choice of R and e. To
get the expectation values across many R and e, one
merely need repeat this process. Alternatively, in a real-time
system, one can adjust parameters immediately (though
slightly) to respond to the current derivatives. These six
steps can be regarded as flows of information up or down
the greater network from x to u to f to J(f); each
derivative calculation can be made on the basis of infor-
mation already “at” the relevant processor or “at” one of
the processors it is already connected to.

Step 1, Calculate J(F(R, e, b)a): To do this, set p(0) =
R/ /e; use (13b) to calculate y(¢) for all cycle times ¢; use
(13a) to calculate F. Then set z(0) = F; use (12b) to
calculate z(¢) for all cycle times; use equation 12a to get J.
The z and y values need to be stored for use in step 2, but
can then be forgotten.

Step 2, Calculate Derivatives of J(F(R, e, b), a) with re-
spect to R and b: To do this, use a backwards sweep
(11a)—(11d), which requires the following series of calcula-
tions:

Z(T)=1

g_]l
z/(t) = Zz (t+ 1) 72.(1)
y(T)=7-(0)

yi(t) = Zy,(t + 1)* 7 (t) :
The beginning section of p(0) will then contain the deriva-
tives with respect to the components of R; let us add each
of them to the corresponding U R), and store the vector
of sums into a vector V. The derivatives with respect to b
come from (11d), which normally requires us to add up its
right-hand term over all times ¢ to get v(0); however, in
this case we have assumed that each b; occurs in only one
function &; , so that we only need to read off one term
from that sum to get the derivatives required to adjust the
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action network (u):
3J(F(R e, b), a)
ab,.

) dh;,
t+ 1) —=
: y(t+1) 3b
Step 3, Calculate J(R,a): Set z(0) = R, and then use
(12b) to calculate z for all cycle times £. Be sure to store
these values.
Step 4, Calculate Derivatives of J(R, a) with respect to R:
Use a backwards sweep, as in (11a) and (11b). This implies

{(T) =
z(t) = EZ (t+1)= 9z (t)

Note that the results of th1s step differ from those of step
2, because the values of the vectors z(t) were recalculated
in step 3. As in step 3, be sure to store the new values for
the z”.

Step 5, Calculate the Weights in (6), Using the Definition
of d; in 7: set x,(0) = 2W,(z(0) — V).

Step 6, Compute the Derivatives in (6): Use a triple
sweep, as per (11a)—-(11j). In step 4, we already computed
7/, which corresponds to x’ in (11a) and (11b). Next, we
must compute x(¢) as defined in (11f) for all cycle times ¢.
We will start from x(0) as calculated in step 5; this is a
linear combination of the possibilities implied by (11e),
and it will result in the appropriate linear combination of
second derivatives as required in (5) because the (11) are
linear in the x(z). To do all this, first perform, for z from 0
to T — 1 and for all i:

a8 .
x,(t+1)= >
) 2}: 3z;(1)

Next set y’(T) = 0, and perform, for ¢ from 7 — 1 to 0,
the calculations implied in (11h):

() = Dyfle+ Do gg;)

xx;(1).

azgj,r
0z,(t)dz, (1)

Finally, the derivatives we need to adapt the J network
can be calculated by (11j). That equation appears to re-
quire a sum of its two right-hand terms over all times 1.
However, we have assumed that each a, occurs in only
one function g;,, so that we can simply read off the
derivative of E with respect to each parameter a, as
follows:

*x,(1).

+ 2z (t+ 1)=
Jsik

gf,

ZZ (t+ 1)* *x,(t)

ag;
+y/(t + 1) — a .

For certain applications (e.g., artificial intelligence or neu-
ron modeling), one may restrict the functions g; , and A, ,
so as to simplify these calculations. For example, with
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continuous logic units (CLU), each processor i would
output a linear combination of its inputs weighted by its
parameters, but restricting its output to the interval (0, 1).
In this case, one may assume that y*(¢) = 0 above (for
complex reasons), and the calculations are simplified. In
this case, the backward sweeps involve the following at
each processor: 1) sum the flows of feedback into the
processor; 2) reset the sum to zero if the original output of
the processor was cut off at 1 or 0; and 3) send back as a
“flow” to each of its input processors the sum (as reset)
multiplied by the parameter applied to that input processor.
Note that these flows of feedback followed the same paths
(backwards) as the original forwards calculation followed.
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